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a b s t r a c t

Recently, Maddock (2006) [12] has conjectured that the Hausdorff dimension of each level
set of Takagi’s function is atmost 1/2.We prove this conjecture using the self-affinity of the
function of Takagi and the existing relationship between the Hausdorff and box-counting
dimensions.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The existence of continuous nowhere differentiable functions was an open problem during part of the 19th century. A
great number ofmathematicians thought that continuous functions had derivatives on a considerable set of points onwhich
they were defined. (For example, Ampère believed that he had proved this.)

However, three great mathematicians, independently, found a negative answer for this question, showing that there
exist explicit examples of continuous functions that have no derivative at any point. They are: Bolzano (1830, not published
until 1922—see [1]); Cellérier (1860, approximately, not published until 1890—see [2]); andWeierstrass, who produced his
remarkable function

W (x) :=

+∞−
k=0

ak cos(bkπx), 0 < a < 1, ab > 1 +
3
2
π, b + 1 ∈ 2Z,

published it in 1875 (see [3]).
Later, in 1903, Takagi [4] gave an extraordinarily easy example of a continuous nowhere differentiable function on the

unit interval, as follows:

T (x) :=

+∞−
k=0

d(2kx)
2k

, ∀x ∈ R, (1)

where d(x) denotes the distance from each real number x to the nearest integer. The graph of T in [0, 1] is shown in Fig. 1.
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Fig. 1. Takagi function.

Due to the non-differentiability of T , its values fluctuate greatly even on the smallest intervals, and properties of the
graph and the level sets of this function, i.e. Ly = {x : T (x) = y}, have been the focus of some study. The function T and its
properties have been studied by various authors. Among these properties, we should note two well-known facts. The first
is that

T (x + y) − T (x) = O(|y| ln |y|), if y → 0

(see [5]), and the second is that its graph has a Hausdorff dimension of 1 (see [6] or [7]).
Kahane [8], in 1959, established that the maximum value of T is 2/3, and he described the points where this extreme is

attained; specifically, they are the points x in [0, 1] such that the binary expansion x =
∑

+∞

k=0
xk
2k

satisfies x2k+1 + x2k+2 = 1
for k = 0, 1, 2, . . .. This condition is equivalent to having only digits 1 and/or 2 in their base-4 expansion (see [9]). Therefore,
the set where T takes its maximum value is a self-similar Cantor-type set.

Self-similarity allows us to obtain the Hausdorff and box-counting dimensions of the level set where the Takagi function
reaches its maximum. This number is exactly equal to 1/2 (see also [9,10]).

The above result can be stated, in other words, as the Hausdorff dimension of L2/3 of T being equal to 1/2 (see [9]). Some
special cases of level sets for T are studied in [11,12]. Maddock [12] conjectured that the Hausdorff dimension for the level
set L2/3 of the Takagi function is a maximum; that is,

dimH (L2/3) ≤ 1/2

for all y ∈ [0, 1]. In a recent paper by Maddock himself [10], he establishes the number α = 0.668 as an upper bound for
the Hausdorff dimensions of the intersection of the graph of T with any line with integer slope. The interest in the study of
the level sets of the Takagi function has continued in several papers (see for instance [13–15]). In [13], the author states that
any level set containing only countably many local level sets has Hausdorff dimension at most 1/2. But as Theorem 4.7(ii)
in [13] shows, this still leaves out uncountably many level sets. Besides, the same author says that ‘‘it may be very difficult
to prove Maddock’s conjecture that the Hausdorff dimension of each level set is at most 1/2’’.

Our paper is aimed at proving the conjecture posed by Maddock. The technique that we use is based on the self-affinity
of the function T .

The contents of the paper are as follows. Section 2 is devoted to preliminaries, and we give a useful self-affinity property
that allows us to work at different scales. The self-affinity given by the functional equations describing T will be used in
depth, both in Section 2 (Lemmas 2.4 and 2.5) and in Section 3 (Lemmas 3.1 and 3.2).

Section 3 contains the main result of this paper; that is, all the level sets of Takagi’s function have a Hausdorff dimension
not greater than 1/2 (Theorem 3.4). Therefore, Maddock’s conjecture is answered affirmatively.

In Section 4, we end with some conclusions and an open question.

2. Preliminaries

Definition 2.1. Let A be a subset of Rn, and 0 ≤ s ≤ n, δ > 0. We define the s-dimensional Hausdorff measure of A by

H s(A) = lim
δ→0


inf

−
i

|Ui|
s


,

the infimum being taken over all countable covers {Ui} of A by sets in Rn with 0 < |Ui| ≤ δ, where we write

|U| = sup{‖x − y‖ : x, y ∈ U}

for the diameter of the set U .
The Hausdorff dimension dimH (A) is the parameter s0 such that H s(A) = ∞ for s < s0, and H s(A) = 0 for s > s0.
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Definition 2.2. Let A be a bounded subset of Rn. For each δ > 0 we denote by Nδ(A) the minimum number of sets of
diameter less than δ that are needed to cover the set A. The lower and upper box-counting dimensions are defined as
dimB(A) = limδ→0

logNδ(A)

− log δ
and dimB(A) = limδ→0

logNδ(A)

− log δ
. If these real numbers are equal we call the common value the

box-counting or Minkowski dimension.

Now, there is one result that we shall require, which can be found in [16, Prop. 4.1].

Proposition 2.3. Suppose that A ⊂ Rn can be covered by nk sets of diameter at most δk, with δk → 0 as k → ∞; then

dim
H

(A) ≤ dimB(A) ≤ dimB(A) ≤ lim
k→∞

log nk

− log δk
.

One of the main properties of the Takagi function is self-affinity. We remark that the Takagi function has a self-affine
structure described by two functional equations (see [11, Sec. 7.2]). For our purposes, we use the self-affinity of T in the
form that the next lemma describes. Its proof follows from (1), and can be found in [17, Prop. 2.1].

Let rm denote the number of ones in the binary representation ofm : rm =
∑

∞

i=1 ϵi, wherem =
∑

∞

i=1 2
iϵi with ϵi ∈ {0, 1}.

Then, let pk,m = k − 2rm.

Lemma 2.4. For given k ∈ Z+, 0 ≤ m ≤ 2k
− 1, and x ∈ [0, 1], the Takagi function satisfies the relation

T
m
2k

+
x
2k


= pk,m

x
2k

+ T
m
2k


+

T (x)
2k

.

Next, we can state the following results.

Lemma 2.5. The Takagi function satisfies the relations that follow for s ∈ Z+
∪ {0}:

T


j
22s+2


=

2js + 2
22s+2

, for j = 1, 2, 3, (2)

max

T (x) : x ∈

[
0,

1
22s+2

]
=

2s + 2
22s+2

+
1
3

2
42s+2

, (3)

and

max

T (x) : x ∈

[
1

22s+2
,

2
22s+2

]
=

4s + 2
22s+2

+
1
3

2
42s+1

. (4)

Proof. Let us calculate T ( 1
2k

). Set m = 0 and x = 1 in Lemma 2.4. In this case, r = 0 and p = k, which implies
that T ( 1

2k
) =

k
2k
. For the particular cases of the points 1

22s+2 and 1
22s+1 , the above reasoning gives T ( 1

22s+2 ) =
2s+2
22s+2 and

T ( 2
22s+2 ) =

4s+2
22s+2 respectively.

In the case of T ( 3
22s+2 ), we use k = 2s + 2,m = 2, x = 1 and the result obtained for T ( 2

22s+2 ). Consequently,
T ( 3

22s+2 ) =
6s+2
22s+2 .

The bounds (3) and (4) are particular cases of Proposition 4.3 in [17]. �

Lemma 2.6. (a) The number p2k,m is an even integer.
(b) If p2k,m = 0, and m is even, then we have

(p2k,m, p2k,m+1) = (0, −2),

and if m = is odd, then we have

(p2k,m−1, p2k,m) = (2, 0).

Proof. (a) It is immediate because p2k,m = 2k − 2rm.

(b) Four cases have to be distinguished:m is 4n, 4n + 1, 4n + 2 or 4n + 3.
Let us recall that p2k,4n = 2k − 2r4n. In this case, the dyadic expansion for 4n has r4n ones. Then,r4n+1 = r4n + 1

r4n+2 = r4n + 1
r4n+3 = r4n + 2.
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Therefore, we get
p2k,4n = 2k − 2r4n
p2k,4n+1 = 2(k − 1) − 2r4n = p2k,4n − 2
p2k,4n+2 = 2(k − 1) − 2r4n = p2k,4n − 2
p2k,4n+3 = 2(k − 2) − 2r4n = p2k,4n − 4.

From this, part (b) of the lemma follows easily. �

Alternatively, we could have obtained a proof for this result using the expression given in (1).

3. The main result

Let Fk(y) denote the collection of intervals J = [
j

22k
,

j+1
22k

], such that T (J) intersects the interval [ s
22k−1 ,

s+1
22k−1 [, with s ∈ Z,

which contains y.
For an arbitrary interval I ⊂ [0, 1], let Nk(I, y) denote the number of intervals in Fk(y) which intersect I . If I = [0, 1], we

use the notation Nk(y).
We introduce some technical results.

Lemma 3.1. If J = [
j

22k
,

j+1
22k

] and p2k,j ≠ 0, then

Nk+1(J, y) ≤ 2Nk(J, y). (5)

Proof. Let us suppose that p2k,j = 2s > 0. If Nk(J, y) = 0, then Nk+1(J, y) = 0 as well and inequality (5) is trivially satisfied.
We study the case Nk(J, y) = 1. The self-affinity of T gives that we can restrict our study to the interval [0, 1/22s

]. If we set
h : R2

→ R2, given by

h(x, y) =


22kx − j

22s
, 22k−2s


y − T


j

22k


,

then, the part of the graph of T corresponding to J , is mapped onto the corresponding piece for J∗ = [0, 1/22s
].

Let us denote as y∗ the second coordinate in h(0, y). We have that

Nk(J, y) = Ns(J∗, y∗), Nk+1(J, y) = Ns+1(J∗, y∗).

We can consider four possibilities. For each one, the values in (2) and the bounds in (3) and (4), allow us to obtain:
(i) If y∗

∈ [0, 2s+2
22s+2 [, then Ns+1(J∗, y∗) = 1.

(ii) If y∗
∈ [

2s+2
22s+2 ,

4s+2
22s+2 [, then Ns+1(J∗, y∗) = 2.

(iii) If y∗
∈ [

4s+2
22s+2 ,

6s+2
22s+2 [, then Ns+1(J∗, y∗) = 2.

(iv) If y∗
≥

6s+2
22s+2 , then Ns+1(J∗, y∗) = 2.

In summary, (5) is true in all cases.
The case p2k,j = 2s < 0 proceeds as above by symmetry. �

The pictures in Fig. 2 illustrate the reasoning in the above lemma when s = 1. The case (i) corresponds to the top left
picture. In this picture, the grey rectangle corresponds to the interval with (non-empty) intersection. The top right picture
is the case (ii). The cases (iii) and (iv) are drawn in the other two pictures.

Lemma 3.2. If J = [
j

22k
,

j+1
22k

] and p2k,j = 0, then

Nk+1(J ′, y) ≤ 2Nk(J ′, y), (6)

where

J ′ =


[
j − 1
22k

,
j + 1
22k

]
, if j is odd,[

j
22k

,
j + 2
22k

]
, if j is even.

(7)

Proof. If p2k,j = 0 and j is odd, then, by virtue of Lemma 2.6, we have p2k,j−1 = 2 in the interval [ j−1
22k

,
j

22k
]. The self-affinity

of T means that the study can be reduced to the case (p2,0, p2,1) = (2, 0), where the intervals considered are [0, 1/4] and
[1/4, 1/2]. Once again, we denote by y∗ the second coordinate in the image of the point (0, y) via the similarity

h(x, y) =


22kx − j + 1

22
, 22k−2


y − T


j − 1
22k


.

Set J∗ = [0, 1/2]; then Nk(J ′, y) = N1(J∗, y∗),Nk+1(J ′, y) = N2(J∗, y∗).
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Fig. 2. Case p2k,j = 2.

Six possibilities exist in this case:

(i) If y∗
∈ [5/8, 3/4[, then N1(J∗, y∗) = 2 and N2(J∗, y∗) = 4.

(ii) If y∗
∈ [1/2, 5/8[, then N1(J∗, y∗) = 2 and N2(J∗, y∗) = 4.

(iii) If y∗
∈ [3/8, 1/2[, then N1(J∗, y∗) = 1 and N2(J∗, y∗) = 2.

(iv) If y∗
∈ [1/4, 3/8[, then N1(J∗, y∗) = 1 and N2(J∗, y∗) = 2.

(v) If y∗
∈ [1/8, 1/4[, then N1(J∗, y∗) = 1 and N2(J∗, y∗) = 1.

(vi) If y∗
∈ [0, 1/8[, then N1(J∗, y∗) = 1 and N2(J∗, y∗) = 1.

Therefore, the inequality (6) is fulfilled.
The symmetry of T with respect to x = 1/2 allows us to deduce the statement where p2k,j = 0 and j is even. �

The reasoning in the above lemma for the two first cases rests on the geometric ideas shown in the pictures in Fig. 3.
The numbers Nk(y) enjoy the following remarkable property for our purposes.

Proposition 3.3. If k ∈ Z+ and y ∈ [0, 1], then

Nk+1(y) ≤ 2Nk(y). (8)

Proof. Each interval J = [
j

22k
,

j+1
22k

] either satisfiesNk+1(J, y) ≤ 2Nk(J, y) itself or is part of an interval J ′ givenby (7) satisfying
Nk+1(J ′, y) ≤ 2Nk(J ′, y). From this, we deduce inequality (8). �

We now proceed with the proof of the conjecture by Maddock.

Theorem 3.4. The Hausdorff and box-counting dimensions of the level sets Ly of Takagi’s function are, at most, 1/2.

Proof. First, reasoning by induction, and using inequality (8), if k ∈ Z+ and y ∈ [0, 1], then we have Nk(y) ≤ 2k+1.
Using this bound and the upper box-counting definition,

dimBLy ≤ lim
k

log2 Nk(y)
2k

≤ lim
k

k + 1
2k

= 1/2.

The above bound and Proposition 2.3 allow us to write

dimHLy ≤ 1/2. �
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Fig. 3. Case p2k,j = 0.

4. Conclusions and open question

1. If y ∈ [0, 1], then dimH (Ly) ∈ [0, 1/2].
2. For x ∈ [0, 1],

T (x) = 2/3 ⇐⇒ x =

+∞−
n=0

xn
4n

, with xn ∈ {1, 2},

and, hence, dimH Ly = 1/2, if y = 2/3.
The reverse is false: if y is a point that is a relative (that is, local)maximum for T , then dimH Ly = 1/2, too. Therefore, there
is a dense set of points satisfying this. Moreover, according to Proposition 4.5 in [13], the level sets for dyadic rational
numbers have null Hausdorff dimension. Therefore, there exists a dense set of points satisfying dimH Ly = 0.

3. Question: for each 0 < α < 1/2, is there a corresponding level set A such that dimH (A) = α?
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