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Abstract—In this letter, a new approach based on a two-step
(coarse and fine) automatic surface matching for registering
two overlapping multidate digital elevation models (DEMs)
is proposed to avoid the costly and time-consuming ground-
control-point acquisition. The proposed methodology was tested to
georeference a historical grid DEM obtained from a photogram-
metric flight taken in 1977 and located at a heavily developed
coastal area of Almería (southeast Spain). The reference DEM
consisted of a newer DEM produced by the Andalusia Regional
Government from a photogrammetric flight taken in 2001. The
results obtained from this work may be deemed as very promising,
showing high efficiency and accuracy for historical-DEM georefer-
encing. The vertical accuracy of the finally coregistered DEM was
computed over a recent LiDAR-derived DEM (validation data set)
which presented relatively unaltered areas, yielding a standard
deviation that is fairly similar to the estimated uncertainty of the
reference DEM.

Index Terms—Automatic digital elevation model (DEM) coreg-
istration, change detection, surface matching, terrain mapping.

I. INTRODUCTION

S PATIAL registration of multidate data is required for many
applications in remote sensing, such as change detection,

construction of image mosaics, digital elevation model (DEM)
generation from stereopairs, and orthorectification.

Taking into account that the accuracy of DEMs is clearly
bound to the accuracy of the derived variables via error propa-
gation [1], it is crucial to start from the best possible DEM, both
for newly made DEMs and for historical DEMs. In the case of
terrain change detection from multidate stereophotogrammetric
flights, it is necessary to count on a precise and well-distributed
set of ground control points (GCPs) to attain the georeferenced
DEM. However, those GCPs are cumbersome to obtain in
remote areas or from relatively old flights [2], simply because
historical features are difficult to be currently localized, mea-
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sured, and even pointed out onto the digital images, depending
on their scale, resolution, and radiometric quality. In addition,
the current process of manual GCP measurement may be pro-
hibitively labor intensive for large projects under operational
conditions, and it does not enforce subpixel level correlation
between images due to the limitation of human visual inter-
pretation. Finally, and with regard to extracting high-quality
topographic data from historical imagery, GCPs should also be
of high quality and well distributed over the photographs. This
is particularly important when camera calibration information
is incomplete or unavailable [2], which is very common when
working on historical flights.

On the other hand, the geometric correction for spatial reg-
istration of multidate data must be accurate enough, because
misalignments of features at the same location could render
useless results. In this sense, many researchers have adopted
3-D surface matching techniques without control points to
automatically coregister multitemporal DEMs, usually using
the newer DEM as the reference surface to achieve the
3-D registration of an older and generally less accurate DEM
(e.g., [3]–[9]). Registration methods using a control surface are
justified particularly in areas where permanent control markers
are not possible. Regarding surface matching, it is based on
a 3-D conformal transformation, requiring the computation of
three rotations, three translations, and a global scale parameter,
so that the unoriented DEM is transformed to the coordinate
system of the reference DEM [10].

Given the aforementioned shortcomings of historical-DEM
coregistration, the main goal of this work is to develop, test,
and validate an efficient and robust surface matching procedure,
which is nonsensitive to actually true terrain changes and able
to georeference historical DEMs using a newer DEM as the
reference surface without the need of GCPs. In this sense, this
letter is structured as follows. In Section II, the skeleton and
workflow corresponding to the new surface matching approach
are presented. The data sets are subjects of Section III. In
Section IV, the results are presented and discussed, followed
by the conclusions in Section V.

II. SURFACE MATCHING APPROACH

Notice that, although the procedure described along this
letter has been focused on the registration of DEMs coming
from the application of stereo image matching techniques over
historical photography, it could also be applied to DEMs ob-
tained from any other methodology (light detection and ranging
(LiDAR), interferometric synthetic aperture radar, etc.).
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A. SRIM Stage (Step 1)

Within this stage, a 2-D shaded relief is generated for both
the historical and the reference DEM. In this regard, different
shaded reliefs may be tested, only changing the solar elevation
and azimuth to optimize the final 3-D matching between the
historical and reference DEMs. In this sense, the algorithm
could be repeated until the best solution is obtained.

An automatic image matching algorithm, based on the scale-
invariant feature transform (SIFT), has been implemented to
identify conjugated points in image space belonging to the
reference- and historical-DEM shaded-relief images. This al-
gorithm is able to extract features by transforming image data
into scale-invariant coordinates relative to local features which
turn out to be invariant to image scale and rotation. Moreover,
these features are shown to provide robust matching across a
substantial range of affine distortion, change in 3-D viewpoint,
noise addition, and illumination change, so it can be deemed
as very suitable to our practical application. Once a large data
set of stable key points or features has been extracted for each
image, the feature recognition algorithm proceeds by matching
individual features to a database of features from known objects
using a fast nearest neighbor algorithm, followed by a Hough
transform to identify clusters belonging to a single object, and
finally performing verification through least squares solution
for consistent pose parameters. The reader may find a more in-
depth description of SIFT method in [11].

Once the pixel coordinates for every pair of conjugated points
have been computed, the corresponding 3-D coordinates are
automatically extracted from the reference shaded relief (UTM
ETRS89 east and north) and reference DEM (bilinearly interpo-
lated heights above GRS80 ellipsoid in our case). Those pairs of
3-D points, previously transformed to geocentric coordinates,
allow computing an iterative least squares registration between
both DEMs by means of a 3-D conformal transformation
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where the orthonormal rotation matrix is represented by 3 ×
3 elements which are trigonometric functions of the rotation
angles Ω, Φ, and K. On the other hand, X , Y , and Z are the
transformed coordinates regarding the reference system (refer-
ence DEM), with x, y, and z being the original coordinates for
the DEM to be georeferenced. Equally, ΔX , ΔY , and ΔZ are
the corresponding three translations, and λ represents a global
scale parameter.

It is noteworthy that, in each iteration, those gross errors
computed between the geocentric coordinates of the conjugated
points after applying the 3-D transformation were discarded
and not taken into account in the next one by establishing a
threshold value to avoid possible outliers due to both landscape
changes and false matching points. Based on our experience,
that threshold should be set up close to ten times the estimated
uncertainty of the reference DEM. Anyway, it must be taken
into account that the main goal of this first step is only to
achieve a coarse historical-DEM orientation to be refined dur-
ing the second step. Therefore, relatively large errors at this first
stage can be deemed as bearable.

Finally, and by estimating the final seven transformation
parameters, the computed 3-D transformation is applied to the
historical DEM to obtain its approximate registration. All this
process making up the basis framework was programmed using
MATLAB.

B. RSM Stage (Step 2)

This second step consists of using the aforementioned ref-
erence DEM as a reference topographic surface to robustly
register the historical DEM previously oriented by means of
shaded-relief image matching (SRIM; step 1). Thus, this second
stage may be considered as a refinement process to improve,
whether it is possible, the georeferentiation results achieved
through the first step.

In this way, the initial conjugated points are extracted by
overlapping both DEMs and using bilinear interpolation over
the reference DEM to obtain two different and planimetrically
corresponding elevations. At this time, those nonoverlapping
DEM points have to be detected and excluded from the match-
ing process from here onward (i.e., each observation is as-
signed a zero weight). In this way, a very dense data set of
z-differences (dzi) or surface residuals between historical and
reference DEMs for every grid point can be computed. This set
of z-differences arranged according to their plane position has
been previously named as differential model [12].

The widely known K-means clustering method (e.g., [13])
is employed to take into account the potential divergences be-
tween new and old DEM elevations due to true terrain changes.
Those true changes are considered here as outliers, and thus,
they should be excluded from the surface matching process.
The problem is to separate the N absolute z-differences into K
clusters by means of an iterative algorithm that minimizes the
sum of distances from each object to its cluster centroid over
the remaining clusters. The result is a set of K clusters that are
as compact and well separated as possible.

Based on some trials (unpresented data), K was recom-
mended to take a value of four. In this way, once the four
absolute z-difference clusters are computed, the two clusters
presenting the highest mean absolute z-differences are to be
considered as potentially revised areas and thus discarded so
as not to be applied in the subsequent surface matching process.
The remaining two clusters are considered as potentially match-
ing areas where the RSM can be applied using the M -estimator
called Tukey’s biweight (TB). The TB function is one of the
most commonly utilized M -estimators and, as noted in [14], is
difficult to surpass in terms of delivering good performance in
most situations. The weight function is defined as follows:

w(ui) =

{
(1− ui)

2, if |ui| ≤ 1
0, if |ui| > 1.

(2)

ui denotes the standardized least squares residuals (dzi/σ),
where σ represents the standard deviation of all the
z-differences potentially selected to be involved in the surface
matching process. In this way, the diagonal weight matrix,
regarding the TB function [w(ui) in (2)], is introduced in an
iterative and massive least squares weighted solution (e.g., [5]
and [15]) to compute the so-called Molodensky–Badekas 3-D
conformal transformation working over geocentric coordinates.
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TABLE I
TRANSLATIONS, ROTATIONS, AND SCALE CHANGES APPLIED TO THE

PREORIENTED 1977 DEM TO PRODUCE THREE DIFFERENT

VERSIONS OF SYNTHETIC DEFORMATIONS

After the estimation of the seven transformation parameters,
the resulting 3-D transformation was applied to the histori-
cal DEM to refine its previous georeferentation coming from
step 1. This second stage procedure was also programmed with
MATLAB.

III. DATA SETS

A. Historical Data Set Corresponding to 1977
(DEM to Georeference)

The previously discussed two-step RSM method was tested
onto one stereopair belonging to a B&W historical photogram-
metric flight taken in 1977. This flight presented an approxi-
mate scale of 1 : 18000 and a focal distance close to 152.77 mm.
The study area comprised a heavily developed coastal area of
Almería (southeast Spain).

A 10-m grid-spacing DEM was extracted by means of stereo
matching techniques (ISAE 4.0 from Z/I Imaging), ranking
over previously digitized images (15 μm/pixel ≈ 30-cm ground
sample distance) with a radiometric resolution of 8 bits.

To test the capability of the developed method to deal with
highly deformed DEMs (i.e., badly preoriented), different ro-
tations, translations, and scale changes were applied to the
original preoriented DEM to obtain three synthetic deformed
DEMs (Table I).

B. Reference Data Set Corresponding to 2001

The reference DEM corresponding to 2001 consisted of a
10-m grid-spacing DEM produced by the Andalusia Regional
Government (Spain) throughout a photogrammetric flight taken
in 2001 (scale ≈ 1 : 20000). It has been chosen because of its
quality and seamlessness, systematically covering the whole of
the Andalusia region. The corresponding DEM accuracy was
estimated with 62 differentially corrected Global Positioning
System checkpoints located at open terrain, yielding a mean
vertical error of 0.88 m (underestimated elevations) and a
standard deviation of 1.03 m.

C. Validation Data Set

The validation data set consisted of a LiDAR-derived DEM
taken during August and September 2004 by means of an
Optech ALTM 3025 LiDAR sensor. Among its main opera-
tional parameters, we highlighted the following ones: a flight
height of 2300 m, a point density of around 1 point/m2, and a
computed vertical accuracy between 6 and 15 cm, depending
on the land cover. The accurate and high-resolution (1-m grid-
spacing) raw digital surface model was filtered and decimated
using TerraScan software to produce a more suitably handled

3-m grid-spacing DEM within the working area, comprising
a nonurbanized and, thus, relatively stable area along a dry-
ravine bed.

IV. RESULTS AND DISCUSSION

A. Initial Position of the 1977 Historical DEM

The initial position of the 1977 historical DEM presented a
clearly diagonal-rotated northwest-to-southeast direction lean-
ing as compared with the 2001 reference DEM. It produced a
sparse histogram of signed vertical residuals.

The mean error took a value of 16.18 m (Table III), indi-
cating a notable overall bias or systematic error. This initial
misalignment could be expected given the poor coordinates of
the ground points utilized to compute the absolute orientation
of the historical stereopair. Meanwhile, random errors were
also quite large, as can be deduced from the high standard
deviation of the whole z-differences within the overlap area
(Table III). Thus, the starting position for the historical DEM
should be clearly improved. In this case, it is necessary to cope
with these high local deformations by treating them as outliers
while the designed algorithm, as a robust estimator technique,
should be less sensitive to the existence of gross errors. It is
a noneasy problem to solve because there will be coexisting
matching points, gross errors (significant surface differences
due to the passage of time), and boundary outliers (i.e., points
within the transition area). In the remaining sections, the two-
step proposed algorithm will be tested to check its ability to
afford this intriguing challenge.

B. SRIM (Step 1)

As it was previously commented, the process called SRIM
makes up the first step of the proposed two-step RSM approach.

First of all, it is important to point out that the matching
results may be quite variable, depending on the solar position
from which the shaded-relief images were generated. In fact,
an automated GCP location in two images consists of two
stages. The first one extracts spatial features from each image.
Then, the features are paired by correspondence matching. The
success of the process depends partially on the similarity of the
features in the two images, which is clearly related to the solar
position. This is the reason why the proposed algorithm could
be used to iteratively search for an optimal solution changing
both solar azimuth and solar elevation. In our experiment,
one of the best tested configurations turned out to be the
case of 45◦ solar azimuth and 45◦ solar elevation, in which
22 conjugated points were successfully matched out of 2784
and 1722 key points found in 1977 and 2001 shaded-relief
images, respectively. It is worth noting that, although there
are a large number of extracted key points, the number of
final matched points between both shade reliefs is quite low.
It was due to the selection of the distance ratio parameter in the
fast nearest neighbor algorithm developed in [11] to recognize
correctly matched features. In fact, all matches in which the
distance ratio (a measure of dissimilarity among features) was
greater than 0.6 were rejected in order to assure the creation of
a small, but reliable, set of matched points. At this point, it is
imperative to state that the most important matter is not only
the number of pairs achieved but also the matching precision
and even distribution of those points on the working area.
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TABLE II
ESTIMATED PARAMETERS AND ACCURACIES FOR THE COMPUTED 3-D
CONFORMAL TRANSFORMATION (GEOCENTRIC COORDINATES WITH

REGARD TO GRS80 REFERENCE ELLIPSOID). SRIM BASED

ON 45◦ SOLAR AZIMUTH AND 45◦ SOLAR ELEVATION

TABLE III
SIGNED z-DIFFERENCE STATISTICS WITHIN THE OVERLAP AREA

CORRESPONDING TO THE COMPARISON BETWEEN THE 1977 HISTORICAL

DEM AND SEVERAL REFERENCE DEMS (45◦ SOLAR AZIMUTH AND

ELEVATION WERE APPLIED TO THE SRIM ORIENTATION)

Table II shows the estimated transformation parameters for
the iteratively computed 3-D conformal transformation. It is
worth reporting that the used threshold to discard GCPs along
the iterative adjustment took a value of 10 m since the final
results could be highly dependent on this variable. In this sense,
seven GCPs, out of the original 22 GCPs previously matched,
were discarded during the adjustment process due to exceeding
the established threshold, computing the final 3-D adjustment
on the remaining 15 matched GCPs. The accuracies obtained
from the least squares variance–covariance matrix turned out
to be fairly good (Table II), indicating a reliable solution.
Briefly, the higher the number of ground points included in the
least squares adjustment, the better the achieving of an even
distribution over the complete working area.

As it is depicted in Table III, the initial position of the 1977
historical DEM has been notably corrected, and the matching
results have been clearly improved after applying the SRIM
algorithm. It is worthy to note that the standard deviation
of the 1977 SRIM oriented DEM is still almost twice the
one estimated for the 2001 reference DEM (1.03 m). So, the
final matching from the SRIM process may be considered as
reasonably acceptable.

By judging the numerical data shown in Table III, the SRIM
stage can be used to automatically and coarsely coregister
multitemporal DEMs without GCPs. It is necessary to take
into account that some of the gross errors detected may be
actually considered as not an error but landscape change due
to, for example, earthwork projects. In this way, the proposed
methodology seems to be very robust because localized shaded-

relief features utilized to compute the robust 3-D conformal
transformation are usually geomorphological features that re-
main relatively stable over a long time.

When registering multitemporal DEMs, the most important
problem is associated to the intensity of temporal deformation
or change that occurred between the periods of the study. In
most surface matching algorithms, the deformation area is
restricted to, at most, 50% by introducing the so-called differen-
tial model and improving the classic least z-difference algorithm.
However, this approach is rather complex and needs a previous
rough coregistration or knowledge about the approximated
transformation to carry it out [8]. This SRIM stage has been used
as the first step to later apply the previously described RSM
algorithm to refine the initial matching as much as possible.

C. RSM (Step 2)

Once step 1 has been concluded, it is time to refine the
computed orientation by means of the aforementioned RSM
described in Section II-B. It can be noticed that the computed
translations along the X , Y , and Z axes were always less than
8 cm, whereas the computed rotations may also be considered
as very small (less than 0.05◦ in the worst of the cases). It was
an expected situation given the good coarse orientation coming
from the first step. The accuracy of the estimated parameters,
calculated through the dispersion matrix, was very high mainly
due to the huge number of available matching points which
confers important soundness and robustness to this process.

After applying this second step, the 1977 SRIM oriented
DEM has been slightly refined to improve on its coregistration
with respect to the 2001 reference DEM, yielding the accuracy
results shown in Table III. As can be checked, the results may be
deemed to be fairly similar to those obtained after applying only
the SRIM first step. Regarding this issue, it is essential to point
out that the RSM second step has been designed to correct, if
needed, the approximation carried out through the SRIM first
step. In this sense, the poorer is the SRIM performance, the
better is the added value from the RSM stage.

Regarding the LiDAR-derived validation DEM, which can be
supposed as a relatively unaltered area during the last decades
and so reasonably free of change, the maximum and minimum
errors were the lowest, while the matching accuracy worked
the best (Table III). The computed uncertainty (measured as
standard deviation) was almost equal to that estimated for the
2001 reference DEM. In the same way, the z-difference analysis
with regard to the comparison between the 2001 reference DEM
and the 2004 LiDAR-derived DEM showed similar results
(Table III), demonstrating the great efficiency of this method to
obtain excellent multidate surface registrations without costly
and time-consuming surveyed ground points. Furthermore, the
spatial error distribution turned out to be quite stable and evenly
distributed all over the working area, indicating a good perfor-
mance of the proposed matching algorithm of being able to cor-
rect the poor orientation of the original historical DEM (Fig. 1).

D. Highly Deformed DEMS

One of the most important problems when registering mul-
tidate DEMs is closely related to the quality of the previous
preorientation issue because, somehow, a bad preorientation ac-
centuates the problems due to the presence of local deformations.
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Fig. 1. Spatial distribution of signed z-differences (1977 SRIM + RSM
oriented DEM—2004 LiDAR-derived DEM within the overlap area) and the
corresponding histogram.

TABLE IV
SIGNED z-DIFFERENCE STATISTICS FOR THE OVERLAP AREA

CORRESPONDING TO THE COMPARISON BETWEEN DIFFERENT

VERSIONS OF DEFORMED 1977 DEM AND REFERENCE DEM

Summing up, what is needed is a relatively well-preoriented
historical DEM to obtain accurate results. In fact, our second
step (RSM approach) was not able to fully register any type of
the synthetic deformations applied to the original 1977 DEM, as
it can be observed in Table IV (although it is worth noting that
those deformations are not usual under operational conditions).
Therefore, and for those cases, it was necessary to apply a
first step process, the so-called SRIM algorithm, to get ready
a well-preoriented DEM to be refined by the second step based
on the RSM algorithm. In this sense, the obtained results may
be believed as fairly accurate, taking into account the extreme
deformations, likely far away from real data sets, applied to
the original 1977 historical DEM to test the robustness and
soundness of the proposed two-step methodology.

V. CONCLUSION

The results obtained from this work may be regarded as very
promising, showing a good coregistration between reference
and historical DEMs in heavily developed coastal areas.

The second step process, based on an RSM algorithm which
needs a relatively good first approximation, can be applied
successfully only if the preoriented historical DEM turns out
not to be excessively misaligned with respect to the reference
DEM. In the case of very badly preoriented DEMs, and likely
also for intense temporal deformations or terrain changes, it
is necessary to take into consideration a previous step headed
up to correct such issues, which can be afforded by means of
the proposed SRIM. In such situations, the second step method
proposed in this letter could be applied as a refining method to
polish subtle deficiencies coming from the first step.

Certainly, the point is the high efficiency and robustness
demonstrated by our two-step surface matching approach for
historical-DEM 3-D georeferencing, particularly when it is com-
pared to the costly and time-consuming traditional methods.
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